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Checklist A: “Backup of Customized LSAF Files”
Note:  This document is intended to assist an administrator in installing SAS Life Science Analytics Framework (LSAF) 5.4.1 from version 5.4.
Prerequisites:  All installation checklists for LSAF 5.4 should have been completed prior to completing this checklist.

Note:  Existing users will be required to change their password the first time they login to LSAF 5.4.1. A new, more secure algorithm is being used to store account passwords in the database, requiring all current passwords to expire so they can be updated using the new storage mechanism.
Note:  Starting with LSAF 5.4.1, by default, the configuration property “clinical.features.enabled” defaults to “false”. With this set to “false”, clinical features will not be available. To continue using clinical features, this property needs to be set to “true”.
	Checklist A: “Backup of Customized LSAF Files”
	Corresponding Document: None

	#
	Activity
	Expected Results
	Actual Results

	A1. 
	Login to an admin PC.
	Windows display appears.
	

	A2. 
	Using the putty tool, create an ssh connection from the admin PC to the web server and login as webtrust.  

Make sure the Enable X11 forwarding option is not set.  Setting this option causes the web application to crash occasionally.
	You’re prompted for the password.
	

	A3. 
	Enter the webtrust password.  
	You’re logged into web server.
	

	A4. 
	Use the script command to capture commands that are typed in the Unix window.  The syntax is script /var/staging_logs/<servername>_541upgrade.txt
	System should indicate script has started.
	

	A5. 
	If any customizations were made to the LSAF 5.4 web application, these files should be copied to another location on this server.
Ex:  cp /sso/sfw/tcServer/instances/lsafserver1/webapps/lsaf/WEB-INF/web.xml /sso/sfw/lsaf541_custom
	Files are copied as a backup.
	

	A6. 
	Repeat steps A1 – A5 for any additional lsafservers.
	Steps repeated as necessary.
	


Signature below indicates completion of Checklist A, items A1 – A6, above.

Name (print or type): ___________________________
  Sign-off: _____________________________      Date:______________________
Checklist B: “Deploy the LSAF 5.4.1 Distribution”
	Checklist B: “Deploy the LSAF 5.4.1 Distribution”
	Corresponding Document: None

	#
	Activity
	Expected Results
	Actual Results

	B1. 
	Transfer Files
From the admin PC, download the LSAF 5.4.1 distribution from the SAS Hot Fix site.  After the distribution has been downloaded, use the WinSCP2 tool to copy this file to /sso/sfw/installers on the web server.  Transfer this as a binary file.

lsaf-core-5.4.1.PROD.628.20220907.155515.zip

	The file is transferred to the web server.
	

	B2. 
	Shutdown tcServers

Type cd /sso/sfw/tcServer/instances
	Navigate to that directory.
	

	B3. 
	Type tcserver stop lsafserver1
	System displays:

Instance stopped
	

	B4. 
	Type ps –ef | grep webtrust
	You should not see the tcserver process running.
	

	B5. 
	Type cd lsafserver1/logs
	Navigate to the /sso/sfw/tcServer/instances/lsafserver1/logs directory.
	

	B6. 
	Delete or rename the lsaf_info.log and catalina.out files.
	Log files are deleted or renamed.
	

	B7. 
	Type ls –al
	Verify that log files have been renamed or deleted and the .pid file has been deleted.
	

	B8. 
	Repeat steps B3 – B7 for the remaining tcServers, including stopping the lsafserveradmin tcServer.  Repeat this for each physical server that has tcServers installed.
Note: If the R server is on a separate OMR/R/SAS Application Server, you will need to shut down the lsafexecution process from /sso/sfw/lsafexecution before deploying to that server (./lxserver.sh stop)
	There are no tcServer or R execution processes running.
	

	B9. 
	Unzip and Deploy the Build

Type cd /home/webtrust/Installs
	Navigate to that directory.
	

	B10. 
	Type rm –rf dist
	The dist directory is deleted.
	

	B11. 
	Type ls –al 
	Verify that the dist directory was deleted.
	

	B12. 
	Type cp /sso/sfw/installers/lsaf-core-5.4.1.PROD.628.20220907.155515.zip .
	The LSAF 5.4.1 binary is copied.
	

	B13. b
	Type unzip -q lsaf-core-5.4.1.PROD.628.20220907.155515.zip

	The contents of the zip file are extracted.
	

	B14. 
	Type ls –al
	You will see a dist directory that was created in the previous step.
	

	B15. 
	Type cd dist/install
	Navigate to the /home/webtrust/Installs/dist/install directory.
	

	B16. 
	Type ant clean
	System displays:

Buildfile: /home/webtrust/Installs/dist/install/build.xml

clean:

   [delete] Deleting directory /sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosadmin

   [delete] Deleting directory /sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosinit

   [delete] Deleting directory /sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosremoteadmin

   [delete] Deleting directory /sso/sfw/tcServer/instances/lsafserver1/webapps/lsaf

   [delete] Deleting directory /sso/sfw/tcServer/instances/lsafserver2/webapps/lsaf
BUILD SUCCESSFUL

Total time: 2 seconds
	

	B17. 
	Type ant deploy
Note:  If any customizations were applied in the previous release, they can be applied again after the “ant deploy”.

Note:  If this is an all in one server, you will see the deploy-rexec output in the log.


	System displays (depending on how many tcServers you have installed):

*****
deploy-tomcat-1:

do-deploy-dev:

do-deploy-prod:

do-deploy:

     [echo] Deploying to /sso/sfw/tcServer/instances/lsafserver1

     [echo] build.cache.group.name = lsafserver.ondemand.sas.com

     [echo] build.rexec.cache.group.name = lsafserver.ondemand.sas.com_rexec

     [copy] Copying 1 file to /sso/sfw/tcServer/instances/lsafserver1/conf

     [copy] Copying 25981 files to /sso/sfw/tcServer/instances/lsafserver1/webapps/lsaf

deploy-tomcat-2:

do-deploy-dev:

do-deploy-prod:

do-deploy:

     [echo] Deploying to /sso/sfw/tcServer/instances/lsafserver2

     [echo] build.cache.group.name = lsafserver.ondemand.sas.com

     [echo] build.rexec.cache.group.name = lsafserver.ondemand.sas.com_rexec

     [copy] Copying 1 file to /sso/sfw/tcServer/instances/lsafserver2/conf

     [copy] Copying 25981 files to /sso/sfw/tcServer/instances/lsafserver2/webapps/lsaf

deploy-tomcat-3:

deploy-tomcat-4:

deploy-tomcat-5:

deploy-tomcat-6:

deploy-tomcat-7:

deploy-tomcat-8:

check-admin-uptodate:

deploy-admin-server:

     [echo] Configuring administration server /sso/sfw/tcServer/instances/lsafserveradmin

    [unzip] Expanding: /home/webtrust/Installs/dist/webapps/xythosinit.war into /sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosinit

    [unzip] Expanding: /home/webtrust/Installs/dist/webapps/xythosremoteadmin.war into /sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosremoteadmin

     [copy] Copying 241 files to /sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosadmin

     [move] Moving 35 files to /sso/sfw/tcServer/instances/lsafserveradmin/lib

     [copy] Copying 1 file to /sso/sfw/tcServer/instances/lsafserveradmin/lib

     [copy] Copying 1 file to /sso/sfw/tcServer/instances/lsafserveradmin/conf

     [copy] Copying 1 file to /sso/sfw/tcServer/instances/lsafserveradmin/lib

     [copy] Copying 1 file to /sso/sfw/tcServer/instances/lsafserveradmin/lib

do-deploy-dev:

do-deploy-prod:

deploy-rexec:

     [echo] Deploying remote execution application

     [echo] build.rexec.cache.group.name = lsafserver.ondemand.sas.com_rexec

     [copy] Copying 7 files to /sso/sfw/lsafexecution

BUILD SUCCESSFUL

Total time: 6 seconds
	

	B18. 
	Execute steps B18-B26 if the R lsafexecution server is on a standalone OMR/R/SAS Application Server. Otherwise, skip to step B27.
The LSAF 5.4.1 production ZIP file should be copied to the /home/webtrust/Installs directory on the OMR server. 

	The LSAF 5.4.1 images is copied to the OMR/R/SAS Application server.
	

	B19. 
	As the webtrust user, type cd /home/webtrust/Installs

	Directory is changed.
	

	B20. 
	Type rm –rf dist
	The dist directory is deleted.
	

	B21. 
	Type ls –al 
	Verify that the dist directory was deleted.
	

	B22. 
	Type unzip -q lsaf-core-5.4.1.PROD.628.20220907.155515.zip
	The contents of the zip file are extracted.
	

	B23. 
	Type ls –al
	You will see a dist directory that was created in the previous step.
	

	B24. 
	Type cd dist/install
	Navigate to the /home/webtrust/Installs/dist/install directory.
	

	B25. 
	Type ant clean-rexec
	System displays:

Buildfile: /home/webtrust/Installs/dist/install/build.xml

Clean-rexec:

BUILD SUCCESSFUL

Total time: 2 seconds
	

	B26. 
	Type ant deploy-rexec 

	System displays:
Buildfile: /home/webtrust/Installs/dist/install/build.xml

do-deploy-dev:

do-deploy-prod:

deploy-rexec:

     [echo] Deploying remote execution application

     [echo] build.rexec.cache.group.name = lsaf53vm.sas.com_rexec

     [copy] Copying 7 files to /sso/sfw/lsafexecution

BUILD SUCCESSFUL

Total time: 0 seconds
	

	B27. 
	Startup the R lsafexecution server processes from /sso/sfw/lsafexecution. (./lxserver.sh start)
	R lsafexecution processes is started.
	

	B28. 
	Repeat steps B9 – B17 for each physical server that has tcServers installed.
	Additional tcServers are updated.
	

	B29. 
	Startup tcServer Admin Server
Type cd /sso/sfw/tcServer/instances
	Navigate to that directory.
	

	B30. 
	Type tcserver start lsafserveradmin
	System displays:

Instance Name:                     lsafserveradmin

CATALINA_BASE:                     /sso/sfw/tcServer/instances/lsafserveradmin

CATALINA_HOME:                     /sso/sfw/tcServer/runtimes/tomcat-9.0.43.A.RELEASE

JAVA_HOME:                         /sso/sfw/java/jdk1.8.0_292

tc Runtime Version:                9.0.43.A.RELEASE

tc Server Version:                 4.1.6.RELEASE

tc Server Installation Directory:  /sso/sfw/tcServer/standard-4.1.6.RELEASE

Tomcat started.

Instance running as PID 983784
	

	B31. 
	Type the following:

tcserver status lsafserveradmin
	System displays:
Running Status:  Running as PID 983784
	

	B32. 
	Type cd lsafserveradmin/logs
	Navigate to the /sso/sfw/tcServer/instances/lsafserveradmin/logs directory.
	

	B33. 
	Type tail –1000 catalina.out
	System displays:

…

INFO: Deployment of web application directory [/sso/sfw/tcServer/instances/lsafserveradmin/webapps/xythosadmin] has finished in [30] ms

Sep 03, 2021 9:12:22 AM org.apache.coyote.AbstractProtocol start

INFO: Starting ProtocolHandler ["http-nio-9000"]

Sep 03, 2021 9:12:22 AM org.apache.catalina.core.StandardService startInternal

INFO: Starting service [XythosRemoteAdmin]

Sep 03, 2021 9:12:22 AM org.apache.catalina.core.StandardEngine startInternal

INFO: Starting Servlet engine: [VMware tc Runtime 9.0.43.A.RELEASE]

Sep 03, 2021 9:12:22 AM org.apache.jasper.servlet.TldScanner scanJars

INFO: At least one JAR was scanned for TLDs yet contained no TLDs. Enable debug logging for this logger for a complete list of JARs that were scanned but no TLDs were found in them. Skipping unneeded JARs during scanning can improve startup time and JSP compilation time.

Sep 03, 2021 9:12:22 AM org.apache.coyote.AbstractProtocol start

INFO: Starting ProtocolHandler ["http-nio-2223"]

Sep 03, 2021 9:12:22 AM org.apache.catalina.startup.Catalina start

INFO: Server startup in [1396] milliseconds
	

	B34. 
	Startup tcServer lsafservers
Type cd /sso/sfw/tcServer/instances
	Navigate to that directory.
	

	B35. 
	Type tcserver start lsafserver1
	System displays:

Instance Name:                     lsafserver1

CATALINA_BASE:                     /sso/sfw/tcServer/instances/lsafserver1

CATALINA_HOME:                     /sso/sfw/tcServer/runtimes/tomcat-9.0.43.A.RELEASE

JAVA_HOME:                         /sso/sfw/java/jdk1.8.0_292

tc Runtime Version:                9.0.43.A.RELEASE

tc Server Version:                 4.1.6.RELEASE

tc Server Installation Directory:  /sso/sfw/tcServer/standard-4.1.6.RELEASE

Tomcat started.

Instance running as PID 987454
	

	B36. 
	Type the following:

tcserver status lsafserver1
	System displays:

Running Status:  Running as PID 987454
	

	B37. 
	Type cd lsafserver1/logs
	Navigate to the /sso/sfw/tcServer/instances/lsafserver1/logs directory.
	

	B38. 
	Type tail –f lsaf_info.log

Note: Depending on how fast your server is, you may need to type tail -300 lsaf_info.log
	You will see the contents of the log file while the server is starting up like the following:  

2022-07-19 14:48:08,490 | INFO  |                                  |          | main                                     | c.h.i.AddressPicker                       : [LOCAL] [lsafserver.ondemand.sas.com] [3.12] Interfaces is enabled, trying to pick one address matching to one of: [10.99.7.168]

2022-07-19 14:48:08,490 | INFO  |                                  |          | main                                     | c.h.i.AddressPicker                       : [LOCAL] [lsafserver.ondemand.sas.com] [3.12] Prefer IPv4 stack is true, prefer IPv6 addresses is false

2022-07-19 14:48:08,494 | INFO  |                                  |          | main                                     | c.h.i.AddressPicker                       : [LOCAL] [lsafserver.ondemand.sas.com] [3.12] Picked [10.99.7.168]:5701, using socket ServerSocket[addr=/0:0:0:0:0:0:0:0,localport=5701], bind any local is true

2022-07-19 14:48:08,512 | INFO  |                                  |          | main                                     | c.h.system                                : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Hazelcast 3.12 (20190409 - 915d83a) starting at [10.99.7.168]:5701

2022-07-19 14:48:08,513 | INFO  |                                  |          | main                                     | c.h.system                                : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Copyright (c) 2008-2019, Hazelcast, Inc. All Rights Reserved.

2022-07-19 14:48:08,724 | INFO  |                                  |          | main                                     | c.h.s.i.o.i.BackpressureRegulator         : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Backpressure is disabled

2022-07-19 14:48:09,214 | INFO  |                                  |          | main                                     | c.h.i.Node                                : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Creating MulticastJoiner

2022-07-19 14:48:09,381 | INFO  |                                  |          | main                                     | c.h.s.i.o.i.OperationExecutorImpl         : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Starting 12 partition threads and 7 generic threads (1 dedicated for priority tasks)

2022-07-19 14:48:09,384 | INFO  |                                  |          | main                                     | c.h.i.d.Diagnostics                       : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Diagnostics disabled. To enable add -Dhazelcast.diagnostics.enabled=true to the JVM arguments.

2022-07-19 14:48:09,389 | INFO  |                                  |          | main                                     | c.h.c.LifecycleService                    : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] [10.99.7.168]:5701 is STARTING

2022-07-19 14:48:12,268 | INFO  |                                  |          | main                                     | c.h.i.c.ClusterService                    : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12]

Members {size:1, ver:1} [

        Member [10.99.7.168]:5701 - a960a917-fc36-45ac-843c-18f1801f7973 this

]

2022-07-19 14:48:12,291 | INFO  |                                  |          | main                                     | c.h.i.j.ManagementService                 : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Hazelcast JMX agent enabled.

2022-07-19 14:48:12,301 | INFO  |                                  |          | main                                     | c.h.c.LifecycleService                    : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] [10.99.7.168]:5701 is STARTED

2022-07-19 14:48:12,329 | INFO  |                                  |          | main                                     | c.h.i.p.i.PartitionStateManager           : [10.99.7.168]:5701 [lsafserver.ondemand.sas.com] [3.12] Initializing cluster partition table arrangement...

2022-07-19 14:48:12,653 | INFO  |                                  |          | main                                     | o.f.c.i.u.VersionPrinter                  : Flyway 3.2.1 by Boxfuse

2022-07-19 14:48:12,989 | INFO  |                                  |          | main                                     | o.f.c.i.d.DbSupportFactory                : Database: jdbc:oracle:thin:@lsafserverau.vsp.sas.com:6660/lsafserverpdb.lsafserverau.vsp.sas.com (Oracle 19.0)

2022-07-19 14:48:13,230 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbValidate                      : Validated 176 migrations (execution time 00:00.091s)

2022-07-19 15:51:32,363 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Current version of schema "XDSTORE1": 5.4.15

2022-07-19 15:51:32,364 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Migrating schema "XDSTORE1" to version 5.4.16 - lsaf session token

2022-07-19 15:51:32,423 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Migrating schema "XDSTORE1" to version 5.4.17 - lsaf session token trusted

2022-07-19 15:51:32,459 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Migrating schema "XDSTORE1" to version 5.4.18 - lsaf user password

2022-07-19 15:51:32,488 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Successfully applied 3 migrations to schema "XDSTORE1" (execution time 00:00.134s).2022-07-19 14:48:14,158 | INFO  |                                  |          | main                                     | .s.c.d.i.DatabaseConnectionMetadataAspect : Database connection metadata aspect is not enabled

2022-07-19 14:48:15,804 | INFO  |                                  |          | main                                     | faultActiviti5CompatibilityHandlerFactory : Activiti 5 compatibility handler implementation not found or error during instantiation : org.activiti.compatibility.DefaultActiviti5CompatibilityHandler. Activiti 5 backwards compatibility disabled.

2022-07-19 14:48:15,836 | INFO  |                                  |          | main                                     | o.a.e.i.ProcessEngineImpl                 : ProcessEngine default created

2022-07-19 14:48:15,837 | INFO  |                                  |          | main                                     | o.a.e.i.a.DefaultAsyncJobExecutor         : Starting up the default async job executor [org.activiti.engine.impl.asyncexecutor.DefaultAsyncJobExecutor].

2022-07-19 14:48:15,839 | INFO  |                                  |          | main                                     | o.a.e.i.a.DefaultAsyncJobExecutor         : Creating thread pool queue of size 100

2022-07-19 14:48:15,839 | INFO  |                                  |          | main                                     | o.a.e.i.a.DefaultAsyncJobExecutor         : Creating executor service with corePoolSize 2, maxPoolSize 10 and keepAliveTime 5000

2022-07-19 14:48:15,840 | INFO  |                                  |          | Thread-8                                 | o.a.e.i.a.AcquireAsyncJobsDueRunnable     : {} starting to acquire async jobs due

2022-07-19 14:48:15,840 | INFO  |                                  |          | Thread-9                                 | o.a.e.i.a.AcquireTimerJobsRunnable        : {} starting to acquire async jobs due

2022-07-19 14:48:15,841 | INFO  |                                  |          | Thread-10                                | o.a.e.i.a.ResetExpiredJobsRunnable        : {} starting to reset expired jobs

2022-07-27 13:29:16,130 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.l.LdapUserServiceImpl       : Setting revision tag revision=3 for LDAP user sysadmin.

2022-07-27 13:29:16,136 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.l.LdapUserServiceImpl       : Setting revision tag revision=3 for LDAP user useradmin.

2022-07-27 13:29:16,143 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.l.LdapUserServiceImpl       : Setting revision tag revision=3 for LDAP user sasautest.

2022-07-27 13:29:16,148 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.l.LdapUserServiceImpl       : Setting revision tag revision=3 for LDAP user user_none.

*********         

2022-07-19 14:48:16,945 | INFO  |                                  |          | main                                     | o.s.m.p.AbstractReloadingMetadataProvider : New metadata succesfully loaded for '/lsafshared/customconfig/FederationMetadata.xml'

2022-07-19 14:48:16,953 | INFO  |                                  |          | main                                     | o.s.m.p.AbstractReloadingMetadataProvider : Next refresh cycle for metadata provider '/lsafshared/customconfig/FederationMetadata.xml' will occur on '2022-07-19T21:48:16.896Z' ('2022-07-19T17:48:16.896-04:00' local time)

2022-07-19 14:48:17,393 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.s.SamlEntryPoint            : SAML authentication is active

2022-07-19 14:48:17,393 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.s.SamlEntryPoint            :     processing url /saml/login

2022-07-19 14:48:17,394 | INFO  |                                  |          | main                                     | c.s.l.s.s.u.i.s.SamlEntryPoint            :     default idp http://adfs.ibio.com/adfs/services/trust

2022-07-19 14:48:17,501 | INFO  |                                  |          | main                                     | c.s.l.s.s.a.i.s.OrRequestMatcher          : CSRF protections are enabled

2022-07-19 14:48:18,126 | INFO  |                                  |          | main                                     | c.h.i.AddressPicker                       : [LOCAL] [lsafserver.ondemand.sas.com_rexec] [3.12] Interfaces is enabled, trying to pick one address matching to one of: [10.99.7.168]

2022-07-19 14:48:18,126 | INFO  |                                  |          | main                                     | c.h.i.AddressPicker                       : [LOCAL] [lsafserver.ondemand.sas.com_rexec] [3.12] Prefer IPv4 stack is true, prefer IPv6 addresses is false

2022-07-19 14:48:18,127 | INFO  |                                  |          | main                                     | c.h.i.AddressPicker                       : [LOCAL] [lsafserver.ondemand.sas.com_rexec] [3.12] Picked [10.99.7.168]:6702, using socket ServerSocket[addr=/0:0:0:0:0:0:0:0,localport=6702], bind any local is true

2022-07-19 14:48:18,128 | INFO  |                                  |          | main                                     | c.h.system                                : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Hazelcast 3.12 (20190409 - 915d83a) starting at [10.99.7.168]:6702

2022-07-19 14:48:18,128 | INFO  |                                  |          | main                                     | c.h.system                                : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Copyright (c) 2008-2019, Hazelcast, Inc. All Rights Reserved.

2022-07-19 14:48:18,131 | INFO  |                                  |          | main                                     | c.h.s.i.o.i.BackpressureRegulator         : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Backpressure is disabled

2022-07-19 14:48:18,136 | INFO  |                                  |          | main                                     | c.h.i.Node                                : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Creating MulticastJoiner

2022-07-19 14:48:18,141 | INFO  |                                  |          | main                                     | c.h.s.i.o.i.OperationExecutorImpl         : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Starting 12 partition threads and 7 generic threads (1 dedicated for priority tasks)

2022-07-19 14:48:18,143 | INFO  |                                  |          | main                                     | c.h.i.d.Diagnostics                       : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Diagnostics disabled. To enable add -Dhazelcast.diagnostics.enabled=true to the JVM arguments.

2022-07-19 14:48:18,144 | INFO  |                                  |          | main                                     | c.h.c.LifecycleService                    : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] [10.99.7.168]:6702 is STARTING

2022-07-19 14:48:18,144 | INFO  |                                  |          | hz._hzInstance_2_lsafserver.ondemand.sas.c | e.s.i.r.RemoteExecutionMembershipListener : Member added: MembershipEvent {member=Member [10.99.7.168]:6702 - e22fd12a-798f-4e56-a4c7-7ac20a3a00ac this,type=added}

2022-07-19 14:48:18,249 | INFO  |                                  |          | main                                     | c.h.i.c.i.MulticastJoiner                 : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Trying to join to discovered node: [10.99.7.168]:6701

2022-07-19 14:48:18,258 | INFO  |                                  |          | hz._hzInstance_2_lsafserver.ondemand.sas.c | c.h.n.t.TcpIpConnector                    : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Connecting to /10.99.7.168:6701, timeout: 10000, bind-any: true

2022-07-19 14:48:18,278 | INFO  |                                  |          | hz._hzInstance_2_lsafserver.ondemand.sas.c | c.h.n.t.TcpIpConnection                   : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Initialized new cluster connection between /10.99.7.168:57355 and /10.99.7.168:6701

2022-07-19 14:48:24,263 | INFO  |                                  |          | hz._hzInstance_2_lsafserver.ondemand.sas.c | c.h.i.c.ClusterService                    : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12]

Members {size:2, ver:2} [

        Member [10.99.7.168]:6701 - 03c0ca12-39dc-4386-846c-5c8c076deba9

        Member [10.99.7.168]:6702 - e22fd12a-798f-4e56-a4c7-7ac20a3a00ac this

]

2022-07-19 14:48:24,263 | INFO  |                                  |          | hz._hzInstance_2_lsafserver.ondemand.sas.c | e.s.i.r.RemoteExecutionMembershipListener : Member added: MembershipEvent {member=Member [10.99.7.168]:6701 - 03c0ca12-39dc-4386-846c-5c8c076deba9,type=added}

2022-07-19 14:48:25,256 | INFO  |                                  |          | main                                     | c.h.i.j.ManagementService                 : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] Hazelcast JMX agent enabled.

2022-07-19 14:48:25,257 | INFO  |                                  |          | main                                     | c.h.c.LifecycleService                    : [10.99.7.168]:6702 [lsafserver.ondemand.sas.com_rexec] [3.12] [10.99.7.168]:6702 is STARTED

2022-07-19 14:48:25,339 | INFO  |                                  |          | main                                     | o.f.c.i.d.DbSupportFactory                : Database: jdbc:oracle:thin:@lsafserver.vsp.sas.com:6660/hlsrd10075pdb.lsafserver.vsp.sas.com (Oracle 19.0)

2022-07-19 14:48:25,359 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbValidate                      : Validated 11 migrations (execution time 00:00.016s)

2022-07-19 14:48:25,366 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Current version of schema "XGS1": 5.3.02

2022-07-19 14:48:25,366 | INFO  |                                  |          | main                                     | o.f.c.i.c.DbMigrate                       : Schema "XGS1" is up to date. No migration necessary.

2022-07-19 14:48:27,125 | INFO  |                                  |          | main                                     | c.s.l.s.c.c.i.ConfigurationServiceImpl    : Detected application information provider com.sas.lsaf.svcs.core.config.impl.ApplicationInfoProviderImpl#0.

2022-07-19 14:48:27,126 | INFO  |                                  |          | main                                     | c.s.l.s.c.c.i.ConfigurationServiceImpl    :     BuildId   = 5.4.1.PROD.628.20220907.155515
2022-07-19 14:48:27,126 | INFO  |                                  |          | main                                     | c.s.l.s.c.c.i.ConfigurationServiceImpl    :     ClusterId = 9b598bba06df8b1b0c97a076f8f0f255

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Current repository version is 36.  Upgrades are necessary.

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 1 'Remove StandardId'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 2 'Remove StudyId'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 3 'Remove Cdisc Domain Mixin'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 4 'Remove Lead'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 5 'Remove Signatures'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 6 'Add SigningStatus'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 7 'Update Users Folder Type'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 8 'Update User Folders Type'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 9 'Remove System Mixin'

2022-07-19 14:48:27,767 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 10 'Remove Path'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 11 'Remove Name'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 12 'Remove ContentType'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 13 'Remove Old Workflow Properties'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 14 'Remove Context'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 15 'Remove Study Mixin'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 16 'Rename Deleted Mixin'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 17 'Remove Unsupported Locks'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 18 'Remove State From Files'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 19 'Remove State From Folders'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 20 'Remove State Comment From Files'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 21 'Remove State Comment From Folders'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 22 'Remove Study Attributes'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 23 'Remove PropertyDefinitions'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 24 'Remove State Comment'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 25 'Remove State Comment Definition'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 26 'Update State'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 27 'Remove RunAsOwner From NonJobs'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 28 'Remove Version From Unversioned'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 29 'Fix Acl Orphans'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 30 'Fix Acl Orphans And Acl NonMembers'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 31 'Fix System Repository Owner Properties'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 32 'Reset SharedFolder LdapGroup Memberships'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 33 'Remove VA Shared Symbolic Links'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 34 'Remove Orphan Transient Workspaces'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 35 'Add Missing Property Definitions'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Skipping repository upgrade 36 'Update Gid Numbers'

2022-07-19 14:48:27,768 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Running repository upgrade 37 'Fix Acl Missing Membership Aces'

2022-07-19 14:48:27,868 | INFO  |                                  | <system> | main                                     | c.s.l.s.s.a.i.AclServiceImpl              : Found 19 current acls with missing membership sticky bit aces to fix

2022-07-27 13:29:34,614 | INFO  |                                  | <system> | main                                     | c.s.l.s.s.a.i.AclServiceImpl              :   - fixing current acl membership ace [116081] /root/SAS/shared test data/****

*******

2022-07-19 14:48:27,936 | INFO  |                                  | <system> | main                                     | c.s.l.s.s.a.i.AclServiceImpl              : Found 9 default acls with missing membership sticky bit aces to fix

2022-07-27 13:29:36,332 | INFO  |                                  | <system> | main                                     | c.s.l.s.s.a.i.AclServiceImpl              :   - fixing default acl membership ace [120827] /root/SAS/Data/*

***************

2022-07-19 14:48:27,956 | INFO  |                                  |          | main                                     | c.s.l.s.c.r.i.x.u.RepositoryUpgrader      : Repository upgrade complete.  Successfully executed 1 upgrades.

2022-07-19 14:48:29,287 | INFO  |                                  
| INFO  |                                  |          | SAS_Scheduler_StartupThread              | c.s.l.s.s.i.ScheduleManagementServiceImpl : Starting Quartz Scheduler now, after delay of 10 seconds. 
	

	B39. 
	Hit Ctrl-C to stop viewing this log file.
	You no longer see the output of the log file.
	

	B40. 
	Repeat steps B34 – B39 to start up any additional lsafservers.  Repeat this for each physical server that has tcServers installed.
	Steps repeated as necessary.
	

	B41. 
	Hit Ctrl-D to stop the script command.
	System indicates script stopped running.
	

	B42. 
	Type exit
	You’re logged off the web server.
	


Signature below indicates completion of Checklist B, items B1 – B42, above.
Name (print or type): ___________________________
  Sign-off: _____________________________      Date:______________________
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